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ABSTRACT

Mining high utility itemsets from a transactional database refers to the discovery of itemsets with high utility like
profits. Although a number of relevant algorithms have been proposed in recent years, they incur the problem of
producing a large number of candidate itemsets for high utility itemsets. In this paper, we propose an algorithm
namely Pattern Growth Algorithm (P_Growth Algorithm) for mining high utility itemsets from frequent itemsets
with a set of effective strategies for pruning candidate itemsets. The information of high utility item sets is
maintained in a Graph based data structure named Pattern Graph (P_Graph) such that candidate item sets can be
generated efficiently. Algorithm named Pattern Growth Algorithm and a compact data structure, called Pattern
Graph for discovering high utility item sets and maintaining important information related to utility patterns within
databases are proposed. The Classification based on Multiple Association Rule (CMAR) is utilized inorder to
generate frequent itemsets. Several strategies are proposed for facilitating the mining processes of P-Growth
Algorithm by maintaining only essential information in P_Graph. The Pattern Graph is generated for finding High
Profit with Support Count.

Keywords: P-Growth Algorithm, Itemsets, P_Graph, Multiple Association Rule, Support Count.

1. INTRODUCTION

Data Mining is the process of revealing nontrivial, previously unknown and potentially useful
information from large databases. Discovering useful patterns hidden in a database plays an essential role in
several data mining tasks, such as frequent pattern, weighted frequent pattern mining, and high utility pattern
mining. Among them, frequent pattern mining is a fundamental research topic that has been applied to different
kinds of databases, such as transactional databases [1],[14],[17], streaming databases [18],[3], and time series
databases [9],[12], and various application domains, such as bio in for-matics [8],[11],[2], Web click-stream
analysis [7], mobile environments [15],[14].

Algorithm, named pattern growth (P_Growth) and a compact data structure, called Pattern Graph
(P_Graph), for discovering high utility item sets and maintaining important information related to utility patterns
within databases are proposed.

High-Utility item sets can be generated from P_Graph efficiently with only two scans of original
databases. Several strategies are proposed for facilitating the mining process of P_Growth Algorithm by
maintaining only essential information in P_Graph. By these Strategies, overestimated utilities of candidates can
be well reduced by discarding utilities of the items that cannot be high utility or are not involved in search space.
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Mining high utility item sets from databases refers to finding the item sets with high profits. Here, the
meaning of utility item set is interestingness, importance, or profitability of an item to users. Algorithms, named
Pattern Growth Algorithm and Graph structure called Pattern_Graph (P_Graph), for discovering high utility item
sets and maintaining important information related to utility patterns within databases.

Finding frequent item sets is one of the most investigated fields of data mining. Many algorithms have
been proposed to find frequent item sets from a very large database. Transaction Mapping algorithm is also an
algorithm to find frequent item sets mining. But this is not a time consuming one. However, there is no
implementation on every database with every support threshold. Earlier Decision tree and FP(Frequent Pattern)
algorithms are the established algorithm for frequent item sets mining. Both these algorithms doesn’t satisfy
two constraints which are time and accuracy.

Existing studies [3], [10], [16], [17], [19], [24], [29], [30] applied overestimated methods to facilitate the
performance of utility mining. In these methods, potential high utility itemsets (PHUIs) are found first, and then
an additional database scan is performed for identifying their utilities. However, existing methods often generate
a huge set of PHUIs and their mining performance is degraded consequently. This situation may become worse
when databases contain many long transactions or low thresholds are set. The huge number of PHUIs forms a
challenging problem to the mining performance since the more PHUIs the algorithm generates, the higher
processing time it consumes.

To address this issue, we propose algorithms as well as a compact data structure for efficiently
discovering high utility itemsets from transactional databases. Major contributions of this work are P_Graph and
Pattern Growth Algorithm.

2. Methodologies

The Proposed strategies can not only decrease the overestimated utilities of PHUIs (Potential High Utility
Itemsets) but greatly reduce the number of candidates. Different types of both real and synthetic data sets are
used in a series of experiments to the performance of the proposed algorithm with state-of-the-art utility mining
algorithms. Experimental results show that P_Growth outperform substantially in term of execution time,
especially when databases contain lots of long transactions or low minimum utility thresholds are set.

The Pattern Growth algorithm is the most established algorithm for Utility item sets mining (UIM). Pattern
Growth outperforms all implementations. Several implementations of the Pattern Growth algorithm have been
reported and evaluated. Figure 1 shows the system design of the proposed system.

1. The algorithm, named Pattern Growth (P_Growth) and a compact Graph structure, called Pattern Graph
for discovering high utility item sets and maintaining important information related to utility patterns within
databases are proposed.

2. High-Utility item sets can be generated from Pattern Growth Algorithm efficiently with only two scans of
original databases. Several strategies are proposed for facilitating the mining process P_Graph by
maintaining only essential information in P_Graph.

3. By these Strategies, overestimated utilities of candidates can be well reduced by discarding utilities of the
items that cannot be high utility or are not involved in search space.
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Figure 1: System design of the proposed system

In the first phase input number of files, contains the information of the purchase items. Each and every
item in the text file assign a unique value. The input items contain both support and confident items. Then the
both mixed items processed in the CMAR processing. CMAR categorize and classify the items. The processing
phase contains both the CMAR and Utility item sets. There are three rule generated in CMAR,

i) Scan the training data sets
i) Sort the rules
iii) Prune the rules

Find the utilities by using the Number of CMAR rules. Then finally calculating the utility itemsets in the
output phase.

2.1 Classification based on Multiple Association Rules

The input file contains the information of the candidate purchase items. Classification based on Multiple
Association Rules (CMAR). They adopted a variant FP-growth(Frequent Pattern) method to find complete set of
CMARs, which is more efficient than Apriori-like method. CMAR consists of two phases: rule generation and
classification. In the first phase, rule generation, it finds the complete set of rules in the form of R: P — ¢, where
P is a frequent pattern passing support threshold, and c is a class label passing confidence threshold. It further
prunes some rules and selects a subset of high quality rules for classification. In the second phase, classification,
it extracts a subset of rules matching new data object and predicts the class label based on the subset of rules.
The experimental results on performance study shows that CMAR is faster and has better classification accuracy
than other classification methods.

First phase: Rule Generation

1. It first scans the training data set and finds all the frequent itemset. Then, sorts the attribute values in support
descending order, F-list (Frequent list), and scans the training data again to construct a FP-tree. Third, based on
the F-list generates the subset of CMARs without overlap. Fourth, prunes the FP-tree according to class label
distribution.

2. Sort the rules in CR-tree. CR-tree is a compact tree structure. It explores potential sharing among rules and
thus saves space since the rules that have common frequent items share the part of path. CR-tree can be used as
an index of rules. Once a CR-tree is built, rule retrieval becomes efficient.

3. Prune the rules. Use general and high confidence rules to prune more specific and lower confidence ones.
Select only positively corrected rules. Select a subset of rules based on database coverage.

Second phase: Classification based on Multiple Rules

CMAR divides the rules into groups according to class labels. Compare the strength of the groups by
measuring the combined effect of each group. Theoretically, it is hard to verify the effect of measures on
strength of groups of rules, CMAR adopted weighted X measure.

ALGORITHM

Selecting Rules Based On Database Coverage by CMAR
/MNnput: A set of rules and a coverage threshold

/[Output: A subset of rules for classification Method.

Sort rules in the rank descending order.
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For each data object in the training data set, set its cover-count to 0.

While both the training data set and rule set are not empty, for each rule R in rank descending
order, find all data objects matching rule R. If R can correctly classify at least one object then select R and
increase the cover-count of those objects matching R by a data object is removed if its cover-count passes
coverage threshold.

2.2 Construction of P_Graph

This Data Structure contains atmost n childs. Initially at first level each node represent the separate
items. If suppose customer buys a set of item sets at level two the single items are combine according to the
customer choice and from a item sets in a single node.

ITEMS

gl 0O ®

Figure 3: P_Graph with atmost n child

Association Rule

Association rules are used to show the relationships between data items. These uncovered relationships
are not inherent in the data, as with functional dependencies, and they do not represent any sort of causality or
correlation. Instead, association rules detect common usage of items. The strength of association rule is
measured using support and confidence.

Support

Support shows the frequency of the patterns in the rule. It is the percentage of transactions that contain
both A and B,

i.e) Support = Probability(A and B)
Support = (# of transactions involving A and B) / (total number of transactions).
Confidence

Confidence is the strength of implication of a rule. It is the percentage of transactions that contain B if
they contain A.

i.e) Confidence = Probability (B if A) = P(B/A), Confidence = (# of transactions involving A and B) / (total
number of transactions that have A).

TRANS_ID PEN INK MILK | BREAD
T1 1 0 0 1
T2 0 0 1 1
T3 1 1 0 0
T4 1 0 0 0
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Figure 2: Transaction table

In the above transaction table the value represents (i.e., 1=present 0=not present) Mining for associations
among items in a large database of sales transaction is an important database mining function. For example, the
information that a customer who purchases a keyboard also tends to buy a mouse at the same time is represented
in association rule.

below: Keyboard =Mouse [support = 6%, confidence = 70%)]

Based on the types of values, the association rules can be classified into two categories: Boolean
Association Rules and Quantitative Association Rules

* Boolean Association Rule: Keyboard ->Mouse [support = 6%, confidence = 70%]
* Quantitative Association Rule: (Age = 26...30) = (Cars =1, 2) [Supt 3%, conf = 36%]
P_Graph Algorithm

Input: Purchased items.

Output: Set of transactional item sets.

initially start at level 0

for each item in the itemsets

create a single item as a separate node

end-for

combine the single item and merge at a separate node.

combine the itemsets and merge at a separate node

The itemsets may go to Level n (Level n —Node with n item sets).

//here, node n represent “Patterns” of item with support count.

2.3 Mining P_Graph using Pattern Growth Algorithm

Good pattern generation method:
Generating candidate patterns as less as possible.
Good database processing method
Sorting, aggregation and classification of data set according to the intrinsic principle of pattern mining.

The P_Graph generates the set of itemsets. Here if a customer buys a same item they are classified under
the same category. Then using the Pattern_Growth Algorithm to find the high utility itemsets. Initially, assign a
value to the given itemsets, then these value are applied to find the profit of item sets.

Each Rule

Figure 4: Profit Data Generation
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When applying Association rule the support and the confidence items are classified with the given constrain (i.e.,
Confidence item = 50% Support item = 30%). Then find profit for the generated itemsets. Finally we get the
profit of more number of item sets. If a node is visited once it is marked as read. This process is followed by
each and every node in the graph.

The profit for High Utility Item sets can be found using,
Utility of Item Set = (Support Count * [ i, (p;) ])
where p;- Profit of Item

Adding the profit of the items in the item sets and multiply the value with their Support Count. From which
the high utility itemsets are generated (for example, user specified Threshold value=70).

Pattern Algorithm - P_Growth(T, H,,Y)

/Nnput: P_Growth graph T, a header table H, for T, an itemsets X, and threshold, min_util.
/[Output: All PHUIs in T,
For each entry i, in Hy do.

Trace each node related to ik via i, hlink and accumulate iy

Find the support count, S of each node

If (S > min_util)

Add ik to PHUI

End-if
End-for
If Ty # null then call P_Growth(Ty H,,Y).
End if.
End for.
3. Experimental Evaluation

Performance of the proposed algorithms is evaluated in this section. The experiments were performed on
a 2.80 GHz Intel Pentium D Processor with 3.5 GB memory. The operating system is Microsoft Windows 7. The
algorithms are implemented in Java language. Both real and synthetic data sets are used in the experiments.

Synthetic data sets were generated from the data generator in [1]. The system shows increased performance by
reduction in the number of candidates and also increment in the system evaluation speed.

4. CONCLUSION

The frequent item set is evaluated. To generate frequent item sets support and confidence is given as
threshold and support count of an item set is an aggregated of all local support count of item set. To generate
frequent item set, a threshold value has to be specified which is known as minimum support count. The item set
is set to be frequent if it satisfies support >= minimum support. Then the candidate item set is generated using
support count in iterative passes. If no more items satisfy support count the process is stopped and frequent item
set is generated. From the generated frequent itemsets the P_ Graph is constructed. Each and every product we
assign a update value and also how many candidates purchased these items (ie., Setting minimum threshold) to
find the utility for all set of items. Then setting a constrain value to find the maximum utility value for the item
sets. In future, we would extend the concepts proposed in this work to discover other patterns like utility item
with negative profit.
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