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ABSTRACT: Image  search  re-ranking  is  an  effective  approach  to  refine  the  text-based  image 

search  result. Most of existing approaches are based on low-level visual features. In this paper, we 

propose to exploit semantic attributes for image search re-ranking. Based on the classifiers  for  all  the 

predefined  attributes,  each  image  is represented by an attribute feature consisting of the responses from 

these classifiers. A hyper graph is then used to model the relationship between images by integrating low-

level  visual  features  and  attribute  features.  Hyper graph ranking is then performed to order the images. 

In this System, admin will respond to the user’s reviews using ―Lucune‖, Tool Its basic principle is  that  

visually  similar  images should have similar ranking scores. In this paper, we propose a visual-attribute 

joint hyper graph learning approach to simultaneously explore two information sources. A hyper graph is 

constructed to model the relationship of all images. 

Index Terms—Search, Hyper Graph, Attribute-Assisted. 

1. INTRODUCTION 

With the dramatic increase of online images, 

image retrieval has attracted significant attention 

in both academia and Industry. Many image 

search engines such as Google and Bing have 

relied on matching textual information of the 

images against queries given by user. Text based 

image retrieval suffers from essentials 

difficulties that are caused mainly by the 

incapability of the associated text to 

appropriately describe the image content. 

 In this project we implement to exploit 

semantic attributes for image search re ranking. 

An image is represented by an attribute feature 

consisting of the responses from these 

classifiers. Hyper graph ranking is then 

performed to order the images. Integrates the 

Relationship between images by Integrating 

low-level visual features and attribute features. 

mailto:sridevi9226@gmail.com
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 In this module, the user will view the 

rearrange ordered image dataset. For each and 

every image, the user will update their reviews 

that may be either positive or negative. In the 

admin side they will view the reviews related to 

that pictures. If the images receive positive 

review, extra image can be uploaded related to 

that. In case if the images receives negative 

review, the admin will remove that picture. If 

this dataset is reviewed again, the user will be 

satisfied with that dataset and get more positive 

feedbacks. 

2. TEXT MINING 

User search the word ―kids‖ ―baby‖ ‖children‖  

―infant‖ ‖newborn‖ ―toddle‖ etc... They will get 

the image which is stored in the database. But in 

the database we just uploaded the image ―baby‖ 

alone. This process will be done using the tool 

called ―LUCUNE‖. In this tool, it will upload a 

JAR file/API. This JAR file/API will search 

meanings for each and every text any display the 

related images. By this the user can able to 

reduce the database space, cost will reduce. 

 A new transductive learning framework 

for image retrieval, in which images are taken  

as  vertices  in  a  weighted  hyper graph  and  

the  task  of  image  search  is formulated  as  the  

problem  of  hyper graph  ranking. Based on  the  

similarity matrix computed  from  various  

feature  descriptors,  we  take  each  image  as  a  

―centroid‖ vertex and  form a hyper edge by a 

centroid and  its k-nearest neighbours. To  

further exploit  the  correlation  information  

among  images,  we  propose  a  probabilistic 

hyper graph, which assigns each vertex vi  to a 

hyper edge  in a probabilistic way.  

3. RELATED WORK 

The  learning  models  of  visual  object  

categories  from  images  gathered  from Internet 

image search engines. The images for a given 

keyword are typically highly variable, with  a  

large  fraction  being  unrelated  to  the  query  

term,  and  thus  pose  a challenging 

environment from which to learn. By training 

our models directly from Internet  images,  we  

remove  the  need  to  laboriously  compile  

training  data  sets, required  by  most  other  

recognition  approaches this  opens  up  the  

possibility of learning  object  category  models  

on-the-fly. 

 We  describe  two  simple approaches,  

derived  from  the  probabilistic  latent  semantic  

analysis  (pLSA) technique for text document 

analysis, that can be used to automatically learn 

object models  from  these data. We show two 

applications of the learned model: first, to Re-

rank the images returned by the search engine,  

thus  improving  the quality of  the search 

engine; and second, to recognize objects in other 

image data sets[1].  
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 A new transductive learning framework 

for image retrieval, in which images are taken  

as  vertices  in  a  weighted  hyper graph  and  

the  task  of  image  search  is formulated  as  the  

problem  of  hyper graph  ranking. Based on  the  

similarity matrix computed  from  various  

feature  descriptors,  we  take  each  image  as  a  

―centroid‖ vertex and  form a hyper edge by a 

centroid and  its k-nearest neighbours. To  

further exploit  the  correlation  information  

among  images,  we  propose  a  probabilistic 

hyper graph, which assigns each vertex vi  to a 

hyper edge  in a probabilistic way.  

   In the incidence structure of a 

probabilistic hyper graph, we describe both the 

higher order  grouping  information  and  the  

affinity  relationship  between  vertices  within 

each  hyper edge. After  feedback  images  are  

provided,  our  retrieval  system  ranks image  

labels by a  transductive  inference approach, 

which  tends  to assign  the same label  to  

vertices  that  share many  incidental  hyper 

edges, with  the  constraints  that predicted  

labels  of  feedback  images  should  be  similar  

to  their  initial  labels.  

 We  compare  the  proposed  method  to  

several  other  methods  and  its  effectiveness  is 

demonstrated  by  extensive  experiments  on  

Corel5K,  the  Scene  dataset  and Caltech[2].  

 We  propose  a  novel  and  generic  

video/image  re-ranking  algorithm,  IB re-

ranking, which reorders results from text-only 

searches by discovering the salient visual  

patterns  of  relevant  and  irrelevant  shots  from  

the  approximate  relevance provided by text 

results. The IB re-ranking method, based on a 

rigorous Information Bottleneck  (IB) principle, 

find  the optimal clustering of  images  that 

preserves  the maximal mutual information 

between the search relevance and the high-

dimensional low-level  visual  features  of  the  

images  in  the  text  search  results.  Evaluating  

the approach  on  the  TRECVID  2003-2005  

data  sets  shows  significant  improvement upon 

the  text search baseline, with relative increases  

in average performance of up to  23%.  The  

method  requires  no  image  search  examples  

from  the  user,  but  is competitive with  other  

state-of-the-art  example-based  approaches.  

The method  is also highly generic and performs 

comparably with sophisticated models which are 

highly  tuned  for  specific  classes  of  queries,  

such  as  named-persons.  Our experimental  

analysis  has  also  confirmed  the  proposed  

reranking  method  works well when  there  exist  

sufficient  recurrent  visual  patterns  in  the  

search  results,  as often the case in multi-source 

news videos[3].  

 Attributes were recently shown to give 

excellent results for category recognition. In  

this paper, we demonstrate  their performance  in  

the context of  image  retrieval. First, we show 

that retrieving images of particular objects based 

on attribute vectors gives  results  comparable  to  

the  state  of  the  art.  Second,  we  demonstrate  
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that combining  attribute  and  Fisher  vectors  

improves  performance  for  retrieval  of 

particular  objects  as well  as  categories.  Third, 

we  implement  an  efficient  coding technique  

for  compressing  the  combined  descriptor  to  

very  small  codes. Experimental results on  the 

Holidays dataset  show  that our approach  

significantly outperforms the state of the art, 

even for a very compact representation of 16 

bytes 5 per  image.  Retrieving category  images  

is  evaluated  on  the  ―web-queries‖ dataset. We 

show that attribute  features  combined with 

Fisher vectors  improve  the performance and 

that combined image features can supplement 

text features[4]. 

4. EXPERIMENTAL DESIGN 

Web image search re-ranking is emerging as one 

of the Promising techniques for automotive 

boosting of retrieval Image. A fast and accurate 

scheme is proposed for grouping precision. Web 

image search result into semantic clusters. Graph 

based method have been proposed recently and 

received increased attention as demonstrated to 

be effective. An attribute-assisted hyper graph 

learning method to reorder the ranked images 

which returned from search engine based on 

textual query. Hyper graph is thus able to 

improve re-ranking performance by mining 

visual feature as well as attribute 

information.The hyper graph model has been 

widely used to exploit the correlation 

information among images. 

 

Fig.1   Attribute assisted hyper graph re-ranking 

Web Image search  

 

Web image search reranking is emerging as one 

of the promising techniques for automotive 

boosting of retrieval precision . The basic 

functionality is to reorder the retrieved 

multimedia entities to achieve the optimal rank 

list by exploiting visual content in a second step. 

In particular, given a textual query, an initial list 

of multimedia entities is returned using the text-

based retrieval scheme. Subsequently, the most 

relevant results are moved to the top of the result 

list while the less relevant ones are reordered to 

the lower ranks. As such, the overall search 
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precision at the top ranks can be enhanced 

dramatically. According to the statistical 

analysis model used, the existing reranking 

approaches can roughly be categorized into three 

categories including the clustering based, 

classification based and graph based model. 

Image Features Attribute Learning  

 

I have used four types of features, including 

color and texture, which are good for material 

attributes; edge, which is useful for shape 

attributes; and scale-invariant feature transform 

(SIFT) descriptor, which is useful for part 

attributes. We used a bag-of-words style feature 

for each of these four feature types. Color 

descriptors were densely extracted for each pixel 

as the 3-channel LAB values. We performed K-

means clustering with 128 clusters. The color 

descriptors of each image were then quantized 

into a 128-bin histogram. Texture descriptors 

were computed for each pixel as the 48-

dimensional responses of text on filter banks. 

The texture descriptors of each image were then 

quantized into a 256-bin histogram. Edges were 

found using a standard canny edge detector and 

their orientations were quantized into 8 unsigned 

bins. This gives rise to a 8-bin edge histogram 

for each image. SIFT descriptors were densely 

extracted from the 8 × 8 neigh boring block of 

each pixel with 4 pixel step size. 

Attribute-assisted hyper graph construction  

 

We learn a Support Vector Machine (SVM) 

classifier for each attribute. However, simply  

 

        Fig.2 example for attribute search  

learning classifiers by fitting them to all visual 

features often fails to generalize the semantics of 

the attributes correctly. For each attribute, we 

need to select the features that are most effective 

in modelling this Attribute. It is necessary to 

conduct this selection based on the following 

two observations: 1) such a wealth of low level 

features are extracted by region or interest point 

detector, which means these extraction may not 

aim to depict the specific attribute and include 

redundant information. 

 Hence we need select representative and 

discriminative features which are in Favor to 

describe current semantic attributes. 2) The 

process of selecting a subset of relevant features 

has been playing an important role in speeding 

up the learning process and alleviating the effect 

of the curse of dimensionality. We here apply 

the feature selection method as described in . In 

particular, if we want to learn a ―wheel‖ 

classifier, we select features that perform well at 

distinguishing ―wheels‖ and cars without 

―wheels‖. By doing so, we help the classifier 
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avoid being confused about ―metallic‖, as both 

types of example for this ―wheel‖ classifier have 

―metallic‖ Surfaces.  

Semantic attribute search  

 

Semantic attributes can be regarded as a set of 

mid-level semantic preserving concepts. 

Different from low-level visual features, each 

attribute has an explicit semantic meaning, e.g., 

―animals‖. Attribute concepts also differ from 

specific semantics since they are relatively more 

general and easier to model, e.g., attributes 

―animal‖ and ―car‖ are easier to model and 

distinguish than the concrete semantic concepts 

―Husky‖ and ―Gray Wolves‖. Due to the 

advantages of being semantic-aware and easier 

to model, attributes have been studied recently 

and are revealing their power in various 

applications such as object recognition and 

image/video search. Thus, attributes are 

expected to narrow down the semantic gap 

between low-level visual features and high-level 

semantic meanings. By using attribute classifiers 

the semantic gap between visual words and high 

level concept, focusing on polysemy 

phenomenon of particular visual words. By 

randomly splitting the training data. 

Verification process  

 

These processes verify the user details, and then 

permit for the user search. The user can also 

give commands to the images based on the 

clarity of the images; if more than three users 

gave negative commands to the image means 

then automatically the image is removed from 

the database. 

5. CONCLUSION 

Image search reranking has been studied for 

several years and various approaches have been 

developed recently to boost the performance of 

text-based image search engine for general 

queries. This paper serves as a first attempt to 

include the attributes in reranking framework. 

We observe that semantic attributes are expected 

to narrow down the semantic gap between low-

level visual features and high-level semantic 

meanings. Motivated by that, we propose a 

novel attribute-assisted retrieval model for 

reranking images. Based on the classifiers for all 

the predefined attributes, each image is 

represented by an attribute feature consisting of 

the responses from these classifiers. A hyper 

graph is then used to model the relationship 

between images by integrating low-level visual 

features and semantic attribute features. We 

perform hyper graph ranking to re-order the 

images, which is also constructed to model the 

relationship of all images.  
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